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An exciting solution to the power challenges in computing lies in careful relaxations of the correctness constraints of hardware. Recent studies have shown that significant power savings are possible with the use of inexact processors, which may contain a small percentage of errors in computation. However, use of such processors in time-sensitive systems is challenging as these processors significantly hamper the system performance. In this thesis, a design framework is developed for real-time applications running on stochastic processors. To identify hardware error patterns, two methods are proposed to predict the occurrence of hardware errors. In addition, an algorithm is designed that uses knowledge of the hardware error patterns to judiciously schedule real-time jobs in order to maximize real-time performance. Both analytical and simulation results show that the proposed approach provides significant performance improvements when compared to an existing real-time scheduling algorithm and is efficient enough for online use.
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Chapter 1
Introduction

This chapter presents a brief overview of real-time systems and introduces readers to various challenges faced by such systems due to physical constraints. With technology scaling, as power savings becomes an important consideration, the use of inexact processors is becoming more and more relevant and important in the computer architecture and system design communities. However, usage of such processors in real-time systems may considerably hamper the real-time performance. In this thesis, a design framework is proposed for real-time systems running on stochastic processors. Specifically, the hardware error patterns are identified and an efficient algorithm is developed to effectively reschedule real-time jobs to maximize some performance metric, to be defined later. Simulation results show that the proposed method can increase real-time performance by 62% on average and up to 79%.

1.1 Brief Overview of Real-Time System

An embedded real-time system is a computer system designed for specific functions within a larger system. It can be thought of as a special kind of computing system where timeliness plays an important role along with correct functionality. A real-time system must guarantee correct response within certain time constraints which are often referred to as deadlines. An automated teller machine (ATM) is an example of a real-time system; when an ATM machine is used, there is a certain time limit within which complete service is expected. There lies the timeliness requirement of a real-time system.

Real-time systems can be categorized into three types: hard, firm, and soft. In a hard real-time system, missing a deadline could result into catastrophic consequences and can be referred to as total system failure. Hence, absolutely no deadline misses are allowed in
such systems.

In the case of firm real-time systems, missing a deadline is not detrimental to the entire system performance. However, too many deadline misses may lead to systems that do not meet their performance requirements, e.g., a control system may become unstable.

For soft real-time systems, tasks may be completed late without considerably hampering the system’s performance level. Nevertheless, it is important to ensure that as many deadlines are met as possible to maximize the quality of service (QOS). Example of such system is an online video streaming application. In this thesis, the focus is on soft real-time applications.

There are many real-time applications in which it is not necessary for every job to meet its deadline. The transmission of frames in a video application can be considered one such example. Here, a few missed deadlines can be tolerated as long as they are under a maximum allowable loss percentage. However, even then the quality of the video stream will not be acceptable if there are several consecutive deadline misses. For example, consider the following scenarios: (i) 1 out of 10 deadline misses, and (ii) 100 deadline misses followed by 900 deadlines met. For both scenarios, the miss percentage is 10, but it is clear that both may lead to unequal performance levels. Thus, for some applications the deadline misses must be adequately spaced. This generates the notion of (m,k)-firm deadlines. The requirement is expressed by specifying two constants m and k such that the QOS of the application is acceptable if at least m jobs in any sliding window of k consecutive jobs meet their deadlines. When fewer than m jobs meet their deadlines out of k jobs, the task set is said to have experienced a dynamic failure.

1.2 Stochastic Processors

Real-time applications are slower to adapt new technologies, but as power savings become an important design challenge, the use of non-traditional processors must be considered. Although Moore’s law has accurately predicted the trend for the very large scale integration (VLSI) industry in the past decades, technology scaling is reaching its limits. Increase in chip power density has become a major problem. According to Intel Vice Presi-
dent Patrick Gelsinger, “If scaling continues at present pace, by 2005, high speed processors would have power density of nuclear reactor, by 2010, a rocket nozzle, and by 2015, surface of sun.” A very recent concept that provides a solution for the scaling and power density problems is the concept of inexact chip. Researchers found that power and resource efficiency can be improved if occasional errors are allowed in the chip. It was shown that traditional complementary metal oxide semiconductor-based (CMOS-based) design consume too much power since they are always designed to perform correctly. Moreover, designing perfect hardware is expensive. If there were a way to systematically introduce errors in the chip, we could save cost while reducing waste during chip inspection. Recent research shows that 30% power can be saved in an OPENSPARC processor if the error-rate is increased by 2% [1,2]. The current error rate is about 1% but it is expected to increase, especially with post-CMOS and nano-scale technologies [3]. Using these so-called stochastic processors, extremely low-power designs are possible.

1.3 Problem Statement

While stochastic processors can be used in applications that are naturally tolerant to errors, a graphics processing unit (GPU) application for example, their use in real-time systems is a challenge. Timeliness and correct functionality, the main features required by real-time systems, may hamper the use of stochastic processors due to the occasional occurrence of errors. However, it is observed that some real-time systems have less stringent timing requirements which can be exploited in order to save energy and cost without sacrificing performance. Since real-time systems are traditionally over-designed, for the worst-case operating scenarios, potential energy and cost benefits are large.

In this thesis, the following main contributions are made.

1. To be able to provide error resilience in real-time systems, predictions must be made regarding when an error may occur. Two methods are proposed to accomplish this step. The first method involves predictions by fitting hardware errors to some well-known probability distribution. In the second method, the hardware error is localized
based on the probability of error occurrence.

2. A scheduling algorithm is designed that rearranges real-time jobs in such a way that fewer jobs miss their deadlines and the QOS of the application is improved.

3. Finally, extensive performance evaluations are conducted to show that the proposed algorithm consistently performs better than an error-ignorant algorithm. Even in the worst case scenario, the performance of this algorithm is never worse than that of the existing (m,k) algorithm. The proposed algorithm performs better than the existing algorithm 90% of the time on average.
Chapter 2

Related Work

The concept of stochastic processors were initially introduced by T. Austin et al. [4]. Recent research [5,6] suggests that significant energy and power savings are possible if the constraint on correctness is relaxed in processors. Most existing approaches propose error-tolerant design at the architectural level, and not at the system level. Kahng et al. propose a recovery-driven design approach which optimizes the processor for a target timing error-rate [5]. Through a series of experiments, they have shown that significant power savings can be obtained for similar performance level. Power savings increase to as high as 28% for a 4% error-rate. Errors are either detected or corrected by a hardware error tolerance mechanism. Similar work was done to create error-tolerant design which operates by optimizing the critical path during the course of its operation [6-8]. Kahng et al. propose a method to perform power-aware slack redistribution, which is another design-level approach that reallocates timing-slack in a power and area-efficient manner [2]. In this approach it was shown that 29% power reduction is possible by increasing the error rate to just 2%.

Shanbhag et al. propose an estimator block - a computational block which is of much lower complexity (typically 5%-20%) than the main block [9]. The main block is allowed to make errors, whereas, the estimator block generates some statistical estimations to correct the main output. This gives an approximate detection and correction of the error. Another method proposed in this paper was computation with error statistics. This too requires a detector or voter to determine the output. However, in both the cases, to implement such a system, extra hardware is required which increases the cost as well as the delay of the system.
Sloan et al. present algorithmic fault correction [10]. They have proposed three approaches, the first of which relies on relaxing the correctness of the application based upon an analysis of application characteristics. The second approach relies upon detecting and correcting the errors within a specific application as they arise. Finally, the third approach transforms applications into more error-tolerant forms. In this work, the faults are at first detected and then corrected within the algorithm. Although the proposed algorithm has low overhead for low error rates, it may be too costly for systems with higher error rates. When the error rate increases, the overheads incurred from the re-computation and correction increases.

There is also active research going on to design a scalable stochastic processor [11]. Scalable architecture in a processor is designed by replacing or supplementing traditional functional units with gracefully degrading units. The authors have proposed a computing platform for error-tolerant applications which can provide stochastically correct results and scale its performance according to the power-constraints. This is accomplished by dynamically switching among multiple functional units according to varying performance requirements. This method too requires extra hardware in the system.

In terms of fault-tolerant real-time system design, although stochastic processors have received significant research attention [8,12-26], very few existing works focused on hardware error predictions. Error introduced by hardware in a system with timing constraints can cause severe consequences or, at the least, very degraded performance. Part of this thesis focuses on designing an algorithm which predicts the hardware error occurrence by mapping it to various probability distribution functions. Zhu proposes reliability-aware energy management schemes which dynamically schedule recoveries for tasks which are scaled down to recuperate the reliability loss due to energy management [27]. This is a different approach to achieving energy efficiency and does not account for hardware errors. The concept of checkpointing is proposed to achieve fault-tolerance and power management in real-time systems [28-34]. The concept of checkpointing, where the system rolls back to the nearest checkpoint if a fault is detected, is similar in each approach. Although many
schemes for checkpointing are proposed, every scheme involves re-execution. In contrast, the natural resilience of soft real-time systems is exploited in this work, to provide fault tolerance without additional hardware nor re-executions.

In soft real-time systems, a few deadline misses are tolerable as long as such misses are not consecutive and are sufficiently spaced. Several models have been proposed to deal with such systems. An example is the (m,k) model, proposed by Hamdaoui and Ramanathan [35]. A real-time stream or task is said to have (m,k)-firm deadline if at least m out of k consecutive jobs meet their deadlines in every sliding window. If the number of deadline misses exceeds m out of k, then dynamic failure occurs. Ramanathan proposed the concept of distance-based priority assignment which results in a reduction in the probability of dynamic failure [36]. However, none of the algorithms associated with the (m,k) model or other job skip models such as dynamic window-constrained scheduling [37] or skip-over model [38] consider the possibility of errors during job executions. For example, if hardware error effects in any one of the m out of k jobs which have met their deadlines, dynamic failure may occur. The proposed algorithm aims to address this problem.
Chapter 3
Preliminaries

3.1 System Model

Consider a task set where each task $\tau_i$ is described by a release time $R_i$, worst-case execution time $C_i$, period $T_i$, and relative deadline $D_i$, where $D_i \leq T_i$. The tasks are non-preemptable in nature. In addition, each task has an $(m,k)$-firm requirement which means that $m$ out of every $k$ consecutive tasks must meet their deadline in order to avoid dynamic failure. In the absence of hardware errors, all tasks meet their $(m,k)$-firm requirements.

The notion of the $(m,k)$-firm deadlines is quite general. Every job from a task set must meet its deadline if the $(m,k)$ requirement is $(1,1)$. Similarly $(1,2)$ corresponds to the situation where every alternate job must meet their deadlines in a task stream. It is also important to note that apart from ensuring that the deadline misses are adequately spaced, the maximum allowable loss rate of a stream with $(m,k)$-firm requirements is determined by $\frac{(k - m)}{k}$. For example, although both $(3,4)$ and $(6,8)$ imply a 25% allowable loss rate, the former one has a more stringent timing requirement since no more than one consecutive job can miss its deadline in a given window.

Figure 3.1 represents the system model for the real-time system under consideration where there are seven jobs from three different tasks. Jobs from different tasks are arranged in the job queue according to a first-come first-serve basis. Job $(1,2)$ represents the 2nd job of task 1. The priority of each job is then calculated according to the distance-based priority (DBP) algorithm, which will be described in the next section and the jobs are sorted from highest priority to lowest priority, an order in which they are serviced.

3.2 Distance-Based Priority Assignment Algorithm

In this technique, each stream maintains its most recent history of the number of
Fig. 3.1: System model.

deadlines missed and met in the current window. A job that has been serviced by the application may either meet or miss its deadline. The technique requires the stream to remember the output of its last \((k - 1)\) jobs.

A stream is closer to dynamic failure if its job misses a deadline. The objective of the DBP algorithm is to prevent the tasks from experiencing dynamic failures. In this approach, if a task stream is close to dynamic failure, a higher priority is assigned to its next job. This will increase the chance of the job meeting the deadline and thus move the task stream away from dynamic failure. The priority value that is assigned to each job is the minimum number of consecutive failures required to take the task stream from current state to failure state. Jobs with lower priority values have higher priority in receiving service. For example, a job with priority value of 3 have to experience three consecutive deadline misses for its task stream to reach the failure state, whereas a job with priority value of 1 has to experience just one more deadline miss to experience dynamic failure. For this reason, the job with a lower priority value is given a higher priority so that it has a better chance of meeting its deadline. This is done at the cost of other tasks which can afford a
few deadline misses. For jobs with the same priority value, ties are broken in favor of the jobs with earlier deadlines. The DBP algorithm is shown in Algorithm 3.1.

Algorithm 3.1 DBP ($\tau_i$)

Input: task ($\tau_i$) with $(m, k)$ values $(m_i, k_i)$, $i = 1, \ldots, n$

Output: priority, $P_i$, $i = 1, \ldots, n$

Let $hmp_{\tau_i}$ be a hashmap that contains the last $(k-1)$ outputs for task $\tau_i$

$scores \leftarrow 0$

for each task $\tau_i \in \Gamma$ do
  for each element $\in hmp_{\tau_i}$ do
    $scores = scores + hmp_{\tau_i}.get(element)$
  End for
End for

return $P_i = (k_i - m_i) - scores, i = 1, \ldots, n$
Chapter 4

Motivating Example

To demonstrate the need for an error-aware algorithm, consider an example consisting of two tasks with the same period, and deadlines as shown in Table 4.1.

The \((m,k)\) value represents \((m,k)\)-firm deadline requirement for a task. A real-time task is said to have \((m,k)\)-firm deadline if at least \(m\) out of any \(k\) consecutive jobs meet their respective deadlines. If fewer than \(m\) out of \(k\) jobs meet their deadlines, then the QOS for that particular task is said to have fallen below an acceptable limit and that task experiences dynamic failure. The \((m,k)\) value of task 1 is \((1,4)\), which means that at least 1 out of every 4 consecutive jobs must meet its deadline. In Figure 4.1, the \((m,k)\) record for the first five jobs of both tasks is shown, based on the DBP scheduling algorithm. The tick indicates successful completion of a job and the cross indicates a deadline miss. In case of task 1, if a hardware error occurs during the execution of the 5th job, task 1 will experience dynamic failure.

More details regarding the job executions are provided in the following section. At time 0, both the tasks have the same priority. The execution is non-preemptive in nature. At time 4, job 1 of task 2 misses its deadline and at time 12, job 2 of task 1 misses its deadline. The timeline of this event is represented in Figure 4.2.

An error-prone zone is defined as a time interval with the maximum probability of occurrence of hardware error.

<table>
<thead>
<tr>
<th>Task 1</th>
<th>Task 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution time: 2</td>
<td>Execution time: 3</td>
</tr>
<tr>
<td>Period: 4</td>
<td>Period: 4</td>
</tr>
<tr>
<td>Deadline: 4</td>
<td>Deadline: 4</td>
</tr>
<tr>
<td>((m,k)) value: (1,4)</td>
<td>((m,k)) value: (2,4)</td>
</tr>
</tbody>
</table>
Fig. 4.1: $(m,k)$ record of a frame-based task.

If there is a hardware error in this window, there will be an $(m,k)$ violation for Task 1.

Fig. 4.2: Timeline showing execution and deadline misses of the frame-based tasks in Table 4.1.
In the example shown in Table 4.1, assume that, time 18 is the end of the error-prone zone. The dynamic failure experienced by task 1 can be avoided if the execution of task 1 can be moved to 18, as long as task 1’s original deadline is after time 18.

Consider another example consisting of three task sets which have different deadlines and periods as shown in Table 4.2. It is shown that a hardware error, if not treated properly, may cause dynamic failure irrespective of the number of tasks in the task set or the nature of task sets, i.e. whether it is a frame-based or a periodic task set.

This example also follows the DBP scheduling policy. Figure 4.3 illustrates the execution pattern of task 1, task 2, and task 3.

According to Li et al. [3], the hardware error occurrences follow the Poisson process. After modeling the proposed system, it was found that time interval between 0-15 time units is an error-prone zone in this example.

In this case, if hardware error occurs at time slot 15, job 3 of task 1 may have an erroneous output which leads to degraded QOS. If it is possible to swap job 3 of task 1 and job 2 of task 3, task 1 is prevented from experiencing dynamic failure without hampering the status of task 3. Figure 4.4 gives a detailed representation of the process discussed above.

Table 4.2: An example with three periodic tasks.

<table>
<thead>
<tr>
<th>Task</th>
<th>Execution time</th>
<th>Period</th>
<th>Deadline</th>
<th>(m,k) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>(2,3)</td>
</tr>
<tr>
<td>Task 2</td>
<td>3</td>
<td>10</td>
<td>10</td>
<td>(3,4)</td>
</tr>
<tr>
<td>Task 3</td>
<td>2</td>
<td>12</td>
<td>12</td>
<td>(1,4)</td>
</tr>
</tbody>
</table>

Fig. 4.3: Timeline showing execution pattern of example task set.
Fig. 4.4: Timeline showing job swap in example task set.
Chapter 5
Identification of Error-Prone Zones

5.1 Overview

Consider a real-time system with some \((m,k)\)-firm requirement, the attributes of which were discussed in Chapter 3. It has been shown in previous work that using stochastic processors and relaxing the hardware correctness results in significant power benefits. However, since one of the main requirements of a real-time system is correct functionality, the use of stochastic processors may have adverse effects on the performance of a real-time system. Here the system under consideration is a real-time system with \((m,k)\)-firm deadline requirement. As shown in previous chapters, the DBP algorithm follows a sliding window protocol. This means that \(m\) out of \(k\) jobs must meet their deadline in each consecutive window.

In order to proactively handle hardware errors at runtime, it is required to predict when errors may occur. While it is impossible to determine exactly when the hardware error is about to occur, it is feasible to predict the time intervals, i.e. zones which have maximum probability of hardware errors. It would then be possible to tolerate errors dynamically without adding hardware or re-executing tasks. Two separate approaches of determining error-prone zones are proposed and discussed in this section.

5.2 Poisson Distribution Approach

The actual probability distribution that hardware errors follow is debatable. In this work, it is assumed that the error occurrences follow Poisson process. In probability theory and statistics, the Poisson distribution is a discrete probability distribution that expresses the probability of a given number of events occurring in a fixed interval of time and/or space if these events occur with a known average rate and independently the time since
the last event. If only the average rate given, and knowing that the process is completely random in nature, the Poisson distribution specifies the probability of the system under consideration for a certain instance. Let the probability of occurrence of hardware error be P. Then according to Poisson distribution, the probability that k errors happen is given by Equation (5.1).

\[ P_{\lambda,T}(X = k) = \frac{e^{-\lambda T} (\lambda T)^k}{k!}, \]

where \( \lambda \) is the average number of errors over a time period T.

If the value of \( \lambda \) is known, it is straightforward to calculate the probability of having k errors.

No existing work assumes that \( \lambda \) is known. To find the value of \( \lambda \), the concept that is proposed is that of a histogram. To simulate 1% hardware error, random numbers were generated between 1 and 100 and whenever the answer was 1, it was considered to be erroneous. This simulation was run for 100,000 times to determine a pattern of occurrence of 1s if it existed. A histogram was constructed with 100 columns, each of which had 1,000 datapoints. The height of each column was determined by the number of jobs that were affected by hardware errors within that range. This experiment was also conducted with 10, 100, and 10,000 datapoints, but 10 and 100 datapoints were not enough to represent the true nature of the distribution. Also, the mean determined from 10,000 datapoints was 49.95 which is 10 times the mean derived from 1000 datapoints. Therefore, for simplicity, we use 1,000 datapoints for constructing the histogram.

Figure 5.1 is a part of the histogram, where each column has 1000 datapoints and the y-axis represents the number of errors occurring in that interval. The mean was then calculated from the datapoints and 10,000 such simulations were run. The main idea behind this was to get an unbiased value of \( \lambda \).

The average number of errors obtained from the simulation is shown in Figure 5.2. It was observed that the mean value varies between 4.7 and 5.1. To improve accuracy, the mean of means was calculated, the value of which was determined to be 4.995. An important
Fig. 5.1: Histogram showing number of errors for 1% error.

Fig. 5.2: Average number of errors per simulation for 1% error.
assumption made here is that one job having error is equal to one time slot. This means
that probability of x jobs having error can be translated into probability of error in x time
units. This assumption is required to determine a time period having high probability of
error.

This calculation was done to find out $\lambda$ assuming that the hardware error percentage
is 1. The same procedure was repeated to obtain the average number of errors when the
hardware error percentage was 2.

Figure 5.3 shows an interesting property of $\lambda$. With an increase in error percentage,
the mean also increases proportionally, i.e. for 1% error the mean was calculated to be
4.995, for 2% error it was calculated as 9.99, for 3% error it was 14.997, and so on.

Having calculated these values, the Poisson distribution curve is not difficult to con-
struct. Figure 5.4 shows that Poisson curves for 1%, 2%, 3%, and 5% hardware error. The
green curve represents the probability of error for 1% hardware error, the blue curve is for
2%, the black is for 3%, and the red curve is for 5% hardware error. It can very well be
shown that the error becomes more distributed in the system with increase in hardware
error percentage.

![Image](image.png)

Fig. 5.3: Average number of errors for 1000 time units as a function of hardware error
percentage.
5.3 Error Localization Approach

Error localization is the other approach proposed in this thesis in addition to the Poisson distribution approach. This approach is mostly based on a few assumptions derived from experimental data. While the Poisson distribution pdf in Figure 5.4 suggests that the highest probability of error lies in the first few time slots, the error-prone zones determined by this method are more distributed. Testing the proposed algorithm with such an error-prone zone will produce more unbiased and general results.

Once the average number of errors per 1,000 instances is determined, the number of errors in each column of the histogram can be checked with respect to the calculated mean value. The height of each column, which determined the number of errors in that interval, is either greater than or less than the calculated mean value. If the height of a column is less than the average number of errors, then the column is denoted as 0 and if the height is greater than or equal to the mean error, then it is denoted as 1. For example, consider
1% error probability. If the height of the column is less than 4.995, then it is denoted as 0, otherwise it is denoted as 1. This assumption is based on the fact that if the number of errors is less than 4.995 out of 1,000, then it is negligible and can be ignored. Similar experimentation was done for 2%, 3%, and 5% error probability.

The error patterns are plotted and the areas with maximum consecutive occurrence of 1 are separated out. The positioning of the two major error occurrence zones that were separated out after 100,000 simulations is shown in Figure 5.5.

### 5.4 Selecting the Appropriate Approach

After carefully examining the results, the error-prone zones for both approaches are determined. Figure 5.6 shows the zones having high probability of error if the Poisson distribution approach is used. For 1% error, high probability zone ranges from 1 to 15 time units in the first 1000 instances. It is interesting to note that the mean increases proportionally if the granularity of the histogram is increased. This pattern keeps on repeating for the rest of the execution time.

Fig. 5.5: Error localization.
Figure 5.7 describes the error-prone zone for the second approach. It is determined that out of 1000 datapoints, consecutive errors occur between 95 and 120, 290 and 335, 404 and 421, and 920 and 940 time units. The error-prone zone differs from the previous approach because this is mostly based on experimental results and the previous approach was based on the characteristics of Poisson process.

If a system has unknown error pattern, it is proposed to start execution considering that the error follows Poisson process. The output of the system is monitored to model an error pattern online and switch to error-localization approach when there is enough data.

It is now possible to identify the error-prone zones for both cases discussed above. This will be required in the scheduling algorithm discussed later in the thesis.
Fig. 5.7: Error-prone zone based on the error localization approach.
Chapter 6

Proposed Algorithm

We are interested in solving the following problem.

**Problem Statement:**

Given the time period having the probability of occurrence of hardware errors, design a scheduling algorithm for real-time systems with (m,k)-firm deadline requirements, so that the QOS is maximized. This means that the algorithm will have to be designed in a way such that jobs with higher priorities, i.e. jobs that are closer to dynamic failure, are less affected by hardware errors.

For real-time systems with (m,k)-firm deadline requirements, the priority of each job is calculated on the basis of its closeness to dynamic failure as discussed in Chapter 3. This concept of job scheduling is taken one step further by considering the problem of hardware errors.

The main idea behind the proposed algorithm is to attempt to move as many jobs as possible out of the error-prone zones which will help to decrease the total number of (m,k)-firm deadline misses in the system. Here, the priority of a job is determined by its closeness to dynamic failure. In other words, a job is said to have a higher priority if it is close to missing its (m,k)-firm deadline requirement. If a high priority job executes during the error-prone zone, it may produce erroneous output in spite of meeting its deadline. This will lead to dynamic failure of that job that would have otherwise met its deadline if the program was running on an error-free processor. However, it is important to design the algorithm in such a manner so that the re-scheduling of the jobs does not hamper the execution of the remaining jobs in the priority queue. A few factors like deadline, priority, and execution time must be accounted for while re-scheduling the jobs. It is worth mentioning, that although the proposed system is modeled in a way that it replicates the original system to
a great extent, the occurrence of hardware errors is still completely random in nature and it may take place at a few instances out of the determined error-prone zones. Here, the main focus is on the actions to be taken during error-prone zones.

This idea is clearly discussed in the flowchart in Figure 6.1. It is assumed that before the beginning of the first error-prone zone, the scheduler follows the DBP algorithm as discussed in Chapter 3.

6.1 Algorithm Description

At first, it is assumed that the ready jobs in the job queue are sorted according to the DBP algorithm as discussed previously. Since, each task in the task set has a deadline that is less than or equal to its period, there will never be more than one job of the same task in the job queue at the same time.

Once the system enters an error-prone zone, each job in the job queue is checked starting from the highest priority job. At first, the end of the error-prone zone is located and it is checked whether for the highest priority job can be moved to execute after the end of the error-prone zone. The job is next analyzed to determine whether it can be moved to a separate array A, which is to be executed after the end of the error-prone zone. In other words, if the array A is non-empty, then the jobs are sorted in the order of non-decreasing deadlines and the time-demand analysis is performed which is given by Equation (6.1). For example, assume that we already have jobs $j_1$ and $j_2$ in the array A having deadlines $d_1$ and $d_2$ respectively. If $d_1 < d_2$ then the first job in the array is $j_1$. To be clear, the array A will be sorted in a non-decreasing order of deadlines.

$$
\sum_{j=1}^{i} c_j \leq d_i \quad \forall i = 1, ..., n,\quad (6.1)
$$

where $c$ represents the execution time of the job and $d$ represents the deadline.

The time-demand analysis checks if all existing jobs in array A will remain schedulable with the addition of the new job. If both the conditions are satisfied, then the job is moved to the array A. In the next step the algorithm checks to see if the program is still in the
Array of jobs sorted according to dynamic priority calculation based on their (m,k) values

Enters error-prone zone

Finds the job with highest priority in the array

Checks whether the end of the error-prone zone + its execution time < its deadline

If yes

Check if the sum of the execution time of all existing jobs in array A ≤ maximum deadline

If yes

Move the job to array, A

If yes

Checks whether it is still in error-prone zone

If yes

Continue executing normally

If no

Check for any new job arrival

If condition (2) is met, add it to array A, otherwise drop the lowest-priority job

Execute using earliest deadline first (EDF) if array A still has jobs

Continue executing normally

Fig. 6.1: Algorithm flowchart.
error-prone zone and repeats the previous steps until it is out of error-prone zone or the job queue is empty, i.e. there is no new job ready for scheduling.

If any job fail to satisfy any one of the conditions discussed above, then it is kept in the existing job queue for execution. After moving all eligible jobs to array A, the remaining jobs are executed within the error-prone zone according to the DBP algorithm. At every scheduling point, the existing job queue is examined to see if there is a new job arrival. Whenever a new job arrives while the program is still in error-prone zone, it is checked for both the conditions and moved to array A if it satisfies both, otherwise, it is executed within the error-prone zone. At this point it is important to mention that the jobs in array A will be executed using Earliest-Deadline First (EDF) algorithm [39] as it is required to execute the maximum number of jobs after error-prone zone.

As soon as the program is out of the error-prone zone, jobs in array A start executing. Here too, the job array is checked to see if there is a new job arrival. If a new job arrives while array A is non-empty, it is first checked with the time-demand analysis for all the remaining jobs in A. The goal is to execute the maximum number of jobs which will in turn reduce the number of (m,k)-firm deadline misses. Therefore, if the new job fails the time-demand analysis, its priority is compared with the priority of the existing jobs in the array and the least priority job is dropped. The feasibility of the jobs are re-checked before the new job is added to the array. This priority is based on its closeness to dynamic failure. Once array A is empty, the program follows the DBP scheduling algorithm until the arrival of the next error-prone zone.

6.2 Performance Analysis

A comparative performance analysis of the proposed algorithm and the DBP algorithm is conducted to determine if the proposed algorithm ever performs worse than the DBP algorithm. Assume that there are n time slots within the error-prone zone. To find the worst case performance of the proposed algorithm, each time slot is considered to be equal to one job. Therefore, it is considered that there are n jobs in the error-prone zone. This translates as the worst case scenario because the goal of this analysis is to minimize the
number of jobs being affected by hardware error which will in turn decrease the total number of (m,k) failures. The difficulty increases with increase in number of jobs within the error-prone zone. However, this is an over-estimation as it is nearly impossible to have error in every consecutive time unit.

There are three cases:

- Best case,
- Worst case,
- Average case.

The goal of this analysis is to show that the proposed algorithm never performs worse than the DBP algorithm.

6.2.1 Best Case

The best case scenario for the proposed algorithm is when each and every job in the error-prone zone can be re-scheduled after the completion of error-prone zone. As it is already assumed that none of the jobs have their period before their deadline, there will not be any arrival of new jobs until all jobs in array A are executed. This will have a 100% better performance than the DBP algorithm. This is because in worst case, if DBP is used, all n jobs might fail while in error-prone zone. But using the proposed algorithm, it is possible to re-schedule all the jobs.

6.2.2 Worst Case

The worst case scenario for the proposed algorithm is when none of the jobs in the job queue can be re-scheduled after the completion of error-prone zone. This will mean that, every job has to be executed using the DBP algorithm and in the worst case, all n jobs might fail. Thus, the proposed algorithm performs similar to the existing DBP algorithm in the worst case.
6.2.3 Average Case

Figure 6.2 shows the average case, where x out of n jobs get executed within the error-prone zone and the rest \((n - x)\) jobs are re-scheduled. There are three cases that need to be considered:

- Value of \(x = \frac{n}{2}\),
- Value of \(x > \frac{n}{2}\),
- Value of \(x < \frac{n}{2}\).

In the first case, \(\frac{n}{2}\) jobs are executed within the error-prone zone and the rest \((\frac{n}{2})\) jobs are re-scheduled. This means that all \(\frac{n}{2}\) jobs in the error-prone zone might fail in the worst-case scenario. After the end of the error-prone zone, new jobs from the already executed task sets might be arriving. In the worst case, all the \(\frac{n}{2}\) tasks have new jobs coming in. If it is not possible to accommodate the new jobs in the re-scheduled job array, then \(\frac{n}{2}\) jobs having the least priorities are dropped. Therefore, total number of failures in this case is \(\frac{n}{2} + \frac{n}{2} = n\), which is not worse than the existing algorithm.

In the second case, \(x\) jobs execute during the error-prone zone and in the worst case, all \(x\) jobs might fail. After the end of error-prone zone, there might be \(x\) new jobs in the job queue. Consider that none of the new jobs can be accommodated in the re-scheduled job array. Therefore, at most, all \((n - x)\) jobs are dropped since \((n - x) < x\). Total number of failures even in this case is \(x + (n - x) = n\), showing that the performance of this algorithm is same as DBP algorithm in this case.

Finally, in the third case, there are \(x\) jobs executing during the error-prone zone and in the worst case, all of them fail to execute successfully. While executing the re-scheduled array A, there might be \(x\) new jobs coming in and this might be followed with dropping of \(x\) jobs from the queue as discussed previously. Therefore, in this case, total number of failures is \((x + x) = 2x\). This is better than the DBP algorithm as \(2x < n\) since \(x < n/2\).

Here, it is assumed that no new job comes in during the error-prone zone. If \(y\) new jobs come in, then the total number of job failures using the DBP algorithm will be \((n + y)\).
This is because, the error-prone zone contains n time slots, which means any new job that comes in during this time period have to be dropped if it cannot be re-scheduled. This will similarly translate to the proposed algorithm showing that the number of failures in worst case is never more than $(n + y)$.

The time complexity of the algorithm is $O(n.(\log k) + n)$, where $n$ is the total number of jobs at some time instant and $k$ is the number of tasks in the system.
Chapter 7

Simulations

The effectiveness of the proposed algorithm is compared against the DBP algorithm using simulations. Actual experiments were not performed since hardware errors need to be systematically introduced. Although the proposed techniques were used to determine the error-prone zones, the proposed algorithm does not depend on the actual mechanism with which error-prone zones are determined. The time period having highest possibility of error serves as an input parameter. To ensure fair comparison, both algorithms are run in the same environment with the same number of tasks and occurrences of error.

7.1 Simulation Framework

Since the objective of the simulations is to evaluate the performance of the proposed algorithm compared to the baseline algorithms, it is ensured that identical task sets are executed using the two algorithms and the total number of (m,k)-firm deadline misses is recorded.

Twenty thousand benchmarks were randomly generated, each of which is a task set whose execution time varies between 1 and 5 time units, relative deadline varies between 5 and 15 time units, period varies between 5 and 20 time units, and (m,k) values vary between (1,2) to (9,10). All parameters were randomly generated using uniform distributions to ensure fair analysis. The simulations were conducted on an Intel i7 3.50GHz with 16GB memory.

7.2 Results

From the following data, it is clear that the proposed method achieves the best performance in terms of decrease in average number of (m,k) misses.
Figure 7.1 shows the average percentage of (m,k) misses in the worst case as a function of error percentage. It is quite evident from the graph that the proposed algorithm never performs worse than the existing (m,k)-firm algorithm. In addition, as the error percentage increases, even in the worse case, the proposed method performs up to 40% better than the DBP algorithm.

In the best case scenario, shown in Figure 7.2, the performance of the proposed algorithm improves to 79% better than the existing algorithm. On an average, the performance is almost 62% better as shown in Figure 7.3.

The percentage decrease in (m,k) misses as a function of increase in error percentage is shown in Figure 7.4. Figure 7.5 represents the average decrease in percentage of (m,k) misses as a function of system utilization. Although the normalized number of (m,k) misses monotonically increases with an increase in utilization, simulation data show that the maximum decrease in percentage (≈ 70%) is achieved when utilization is between 1.2 and 1.5. However, even for very high or very low utilization, the decrease in percentage is never less than 30%, which means the proposed method has at least 30% fewer (m,k) misses than the existing (m,k)-firm algorithm.

Figure 7.6 represents the percentage decrease in (m,k) misses as a function of time.
in best case using error-localization approach. The maximum decrease in percentage for this method is 86.88%. Figure 7.7 and Figure 7.8, respectively, represent the percentage decrease in (m,k) misses as a function of time using error localization in average and worst case. The decrease is 79.2% on an average which further decreases to 75.8% in the worst case.

Fig. 7.3: Average percentage of (m,k) misses in the average case.
Fig. 7.4: Percentage decrease in (m,k) misses with increase in error percentage.

Fig. 7.5: Percentage decrease in (m,k) misses with increasing utilization.

Fig. 7.6: Percentage decrease in (m,k) misses over a given time period using error localization in best case.
Fig. 7.7: Percentage decrease in (m,k) misses over a given time period using error localization in average case.

Fig. 7.8: Percentage decrease in (m,k) misses over a given time period using error localization in worst case.
Chapter 8

Conclusion and Future Work

This thesis discussed the feasibility of using stochastic processors in real-time systems. A design framework was proposed in the thesis where the hardware error pattern can be identified and an algorithm developed which re-schedule real-time jobs to improve the QOS of applications. Simulation results show that the proposed method increases the system performance by 62% on an average up to 79% in the best case for Poisson distribution approach.

This work can be extended in various directions. First, the proposed algorithm can be modified for multi-core processors. Second, alternative methods for determining hardware errors can be explored. For instance, a system can be monitored over a period of time in order to model its hardware error pattern. Finally, it will be possible to improve the efficiency of the proposed algorithm.
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